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*Abstract*—Automatically recognizing medical concepts mentioned in social media texts are used to enhance the people health quality in a community. However, the discrepancy between the language used in social media (such as twitter and Facebook) and the medical concepts have been challenging. Evaluated the approaches using three different datasets, where social media texts are extracted from twitter or Facebook messages. Poor data quality has also direct impact on the machine learning systems. This first, exposed from a dataset that has hidden problem that is used to built a machine learning concepts. Due to the poor quality of the dataset and the defective validation process the results of the experiment showed the great performance. The results also demonstrated that the evaluation of data quality is useful for guiding the quality improvement of machine learning. Therefore, proposed a data quality evaluation framework that includes the quality and their corresponding approaches.

The code and the data for this project are available on GitHub at:
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# Introduction

The data present in social media can be used to improve the understanding of patience experience in healthcare such as the spread of infectious diseases and side-effects of drugs. However, the social media text and medical concepts text have discrepancy between them and that has become very challenging. Particularly, the frequent use of informal language and abbreviation forms, as well as the social media messages has taken into account by effective information extraction systems.

Deep learning as the most foremost vital breakthrough in machine learning history that has drawn extraordinary consideration from academics as well as business. Be as that it may, missing of high quality preparing information gets to be a major risk to the utilization of deep learning. Approaches, such as crowdsourcing web information or exchanging information from other spaces have been proposed for upgrading preparing information. By the by, this information seems present commotions, such as invalid information and name clamors. Although some carefully outlined profound learning models are vigorous to massive name commotions, the computing rule the show of “garbage in garbage out” is still pertinent to profound learning.

Rajpurkar detailed a profound learning framework called ChexNet that was developed for diagnosing pneumonia illness based on chest X-ray pictures. They claimed that the ChexNet surpassed normal radiologist execution on pneumonia discovery on both sensitivity and specificity. Many radiologist and machine learning experts doubted the result due to the improper dataset. The problem is due to the lacking approval of the measurable methods with genuine information within the fMRI thinks about. Numerous tests have shown that information with destitute quality may contrarily affect the performance of profound learning altogether. Other experiments have illustrated that way better quality of training data might move forward the execution of profound learning. Hence, an efficient assessment of the quality of the dataset is critical for building a high-quality machine learning framework. The evaluation result would offer rules for information enhancement and framework execution enhancement.

One of the purposes of using this is to improve the understanding the impact of data quality on the performance of machine learning systems. Informative quality is a multi-dimensional concept on subjective and quantitative properties of information, and the definition changes beneath diverse settings.

In this article, we characterize data quality as a estimation of data for fitting the reason of building a machine learning framework. We begin with explored an overclaimed execution enhancement of a machine learning framework. The issue was due to the destitute quality of the datasets for building the framework and the risky approval handle. At last, we presented a system for evaluating the information quality to guarantee the quality necessities of datasets for building a high-quality machine learning framework. It was built on profound learning models, which require a huge sum of preparing information. The datasets displayed in this article appear deficiently and there’s a large parcel of cover between the preparing and the test information.

# Literature Review

The plant specimens in worldwide herbaria are a valuable record of the world’s biodiversity [1][2][3]. The data, which are critical to understanding species distribution, phenology, and identity, are recorded on specimen sheets, stored in the word’s herbaria. To make these data more accessible and amenable to analysis and aggregation [4], many herbaria have undertaken the monumental task of digitizing all herbarium specimens by capturing a digital image of the full specimen sheet, and extracting the typewritten or handwritten data from the sheet into structured data formats. The sheer number of natural history collections has introduced a digitization bottleneck [5][6] which has required the natural history collections community to develop innovative approaches to achieve large-scale digitization.

Citizen science workflows have helped accelerate digitization of specimens through workflows which include human transcription and parsing of specimen data [7][8]. Human transcribers can read and interpret text that is inscrutable to OCR processes and human parsers can effectively parse text that is very challenging to natural language processing (NLP) techniques but much of the text and data on herbarium specimens are quite amenable to OCR methods which can produce very accurate text transcriptions.

OCR is often an integral part of digitization of herbarium specimens [9] and can be used as a source for further human parsing or machine parsing or can be used to cluster records for more rapid, manual transcription [10][11]. High quality OCR transcriptions are more amenable to parsing using NLP techniques [12][13][14]. But, while OCR quality has increased with technological advancements, OCR still can produce results which are not amenable to parsing [10]. The iDigBio augmenting OCR (A-OCR) working group was formed in 2011 to investigate tools and techniques to maximize the potential of these technologies [15][16], and to address the challenges of generating quality OCR results which can be parsed by NLP.

Techniques for segmenting specimen images into regions of interest (ROIs) can be used to contain and isolate regions containing text. These image regions can then be processed using OCR (rather than the whole sheet) to improve OCR quality [16][17][18]. Much of the research for segmenting herbarium specimen images has focused on isolating the plant material from other elements on the specimen sheet (such as labels, stamps, scale bars, etc.) for the purpose of automated species identification [19][20][21][22][23]. Further research in computer vision has been applied to analyzing herbarium specimen images to determine leaf and flower traits [24] segmenting color targets, scale bars, and barcodes [25][26][27].

# Methods

OCR and metadata from the research dataset were be analyzed to address the three research questions. Each method outlined below produced metrics which allow us to quantify the quality of the OCR text produced by each OCR platform and allow us to compare the metrics between whole-sheet OCR and targeted OCR of the primary label region to determine which combination of OCR platform and OCR strategy produces the highest quality text. The metrics for each research question are visualized using the Python package Matplotlib [28].

# Data Collection and Cleaning

Existing specimen records with complete metadata represent the “gold standard” of quality records for the evaluated dataset. This existing metadata is used to determine the completeness and quality of data extracted from OCR text generated from specimen images. Specimen records were selected from various herbarium collection datasets that have both specimen records and images available online through the Symbiota web platform (e.g. https://portal.torcherbaria.org/). Records with associated image records were retrieved using a Python script that allows different query parameters to be used to select records across different herbaria, botanists, species, locations, and other desired traits. The specimen records are structured in Darwin Core format and the image records are structured in Audubon Core format which includes the URL of images allowing the full-resolution image for each record to be retrieved. Approximately 1100 specimen records were retrieved at this stage.

1. A typical specimen image showing regions of interest (ROIs) which contain relevant text (green) in the primary label, and text which is irrelevant (red) to the data extraction process.

Specimen image records acquired through the specimen data download process include URLs of the specimen images related to each specimen record. These images were retrieved using a script to consolidate them into local data storage. The images are the basis for all OCR extracted for this research. Additionally, each image were segmented using a technique developed under a parallel research project which has developed a TensorFlow [29] object detection model using AutoML and has achieved an average precision of 99.6% for detecting primary labels in herbarium specimen images. Each image was processed using two different OCR engines: Google Cloud Vision OCR and Tesseract producing text output for the full image as well as text output for the primary label region which was detected and segmented using TensorFlow (Fig. 1). These four OCR text outputs and the Darwin Core metadata for each image were the basis for all further analysis as outlined in the Methods section. Because some of the research questions are meant to determine the quality of raw text as generated by various OCR methods, the primary data was minimally cleaned to a point where it can be effectively tokenized. The research questions which require more extensive data cleaning provide details of the process below.

# Experiment and Data analysis

The research dataset was aggregated as described above in Data Collection and Cleaning and as illustrated in figure 2. The data was analyzed as described in the methods for RQ1, RQ2, and RQ3 and produced quality and accuracy metrics which determine the optimal strategy for assessing and optimizing OCR quality. These metrics and the analysis of each are facilitated through visualizations generated using Matplotlib.

1. Experiment workflow showing data collection, ROI extraction, and OCR extraction to generate inputs for research questions.

## RQ1 - OCR quality

In an effort to answer RQ1, we determined the quality of OCR text generated from whole-sheet analysis versus targeted ROI by evaluating the OCR results using a number of NLP techniques. Additionally, we used different OCR engines (Google Cloud Vision and Tesseract) to determine which combination of tools and techniques produce the highest quality results(Fig. 3). We measured OCR quality based on three primary metrics: OCR confidence, spell checking, and garbage detection.

Almost all times, in the context of the language model, a word must be checked for spelling correctness and, if necessary, corrected. Spell checking is a basic requirement in any text processing as it can help evaluate the text quality. For this task, we used three different packages that allow us to perform spell correction.

spellchecker - As the module name defines, this package allows us to perform a spell check and outlines the applicable spelling for the misspelled word. In simple terms, this package finds the possible errors in the provided text and offers a suggestion for its alternatives that might fit the best in any given context. This package is very straightforward to use which includes importing the package, creating an instance of the spellchecker module, and finally calling the method spell as shown in a sample example below:

from spellchecker import SpellChecker # import the module

spell = SpellChecker(language='en')#create the instance

# find those words that may be misspelled

Check = spell.unknown(['Spelli', 'Check', 'is', 'impurtant'])

for word in Check: # run the loop

# Get the one `most likely` spelling

print("Most likely the correct spelling:")

print(spell.correction(word))# call the methods

# Get a list of `likely` options

print("Other possible options for the incorrect spelling:")

print(spell.candidates(word)) # call the methods

print("\n")

TextBlob - The next python library that we implemented for the spell checking in the text processing operation is TextBlob. This module offers the easiest implementation of a basic spelling corrector to correct input text by a simple measure of calling the inbuilt method correct ().

First Import the module and create a TextBlob then use the correct() method to attempt spelling correction.

from textblob import TextBlob

b = TextBlob("hiey checke the speling!")

print(b.correct())

>>> hey check the spelling!

This library also provides a simple API to access its methods and allows users to dive into other common natural language processing tasks such as part-of-speech tagging, noun phrase extraction, sentiment analysis, and more. Additionally, TextBlob offers a feature to find the confidence level of a word by collaborating with the spellcheck function.

blob = TextBlob('hello letslytics check the confidence level')

blob.correct()

print(blob.words[1].spellcheck())

>>>>>> [('letslytics', 0.0)]

As we all know, computers cannot understand the contents of an image simply by visualizing as humans perceive them. They instead require a more concrete and organized process to understand them, However, it is important to find the confidence score as it identifies a threshold that separates good data from bad ones. Therefore, for the metric of gathering confidence, we used pytesseract, which is an optical character recognition (OCR) tool for Python. This tool enables users to recognize and read the text embedded in specimen images. To capture the text values from the image, we got the boxes around the words by using the function “Image\_to\_data” as below:

import cv2

import pytesseract

from pytesseract import Output

img = cv2.imread('sample.jpg')

results = pytesseract.image\_to\_data(img, output\_type=Output.DICT) # detect and localize text using Tesseract and the image\_to\_data

print(results.keys())

1. Frequency distribution of total tokens and total dictionary words found in OCR results of full sheet analysis and primary label analysis using Google Cloud Vision.

Once the output is available, and the words are detected we generated confidence score for each detected word to evaluate the OCR quality as below:

# loop over each of the individual text localizations

for i in range(0, len(results["text"])):

# extract the OCR text itself along with the confidence of the

# text localization

text = results["text"][i]#grab the text from the OCR

conf = int(results["conf"][i]) # extracts the confidence of the text localization (the confidence of the detected text).

Garbage detection - we used various methods and tools to detect “garbage” or nonsensical characters in the OCR results. We explored a number of approaches including rules-based methods [30], Markov models [31], and others.

For the final part of the RQ1 requirement, we used the Python module nostril (Nonsense String Evaluator) module which compares an input list of words and identify if a string contains any gibberish value. This module that we plan to use can infer whether a given word or text string is likely to be nonsense or a meaningful text. The module is easy to use and provides a function named nonsense(); which takes a single text string as an argument and returns a Boolean value as a result. Below is a sample example of its use:

from nostril import nonsense

Sample = ['Can', 'yee', 'find', 'the', ‘garbagege','herete']

for s in Sample:

print('{}: {}'.format(s, 'nonsense' if nonsense(s) else ‘Correct’))

>>>>>>

Can: Correct

Yee: nonsense

find: Correct

the: Correct

garbagege: nonsense

herete: nonsense

The other simple approaches that we can use to remove gibberish text that exhibits no pattern is via the use of nltk package. To do so, we would first create an empty list and loop through all the words in the current list. Thereafter, use words. words() from the corpora to check if it is the real world and append all the "non-junk words'' to the empty list and validate the results. Below is the sample to achieve the results:

from nltk.corpus import words

sample = [Whatski, 'Gatbhst', 'dssdsfgert', 'sdsdsdn',\

'dsdsdsdl', 'hello', 'ddfgdsed', 'lets', 'try' , to , ‘detect’,’ghghghsdys’, ‘gibberish’ ,’text’]

#create a empty list

correct = []

for word in sample:

if word in words.words():

correct.append(x)

print(correct)

>>[‘hello’, ‘lets’, ‘try’. ‘to’, ‘detect’, ‘gibberish’, ’text’]

## RQ2 - Analysis of OCR and Human Parsed Text

In order to answer RQ2, we compared the OCR results to the existing structured metadata records retrieved as part of the full specimen dataset. First, we determined the feasibility of matching all structured metadata tokens with raw OCR text using rules-based matching (spaCy) and fuzzy matching (spaczz - https://github.com/gandersen101/spaczz). Second we used NLTK and spaCy to perform named entity recognition to determine the success rate of extracting key textual components including named entities, dates, geographic coordinates and other data which can be correlated with the structured Darwin Core metadata.

Data Preprocessing - Data preprocessing is extremely important for any machine learning model and most basic to be done in NLP. Without cleaning, the dataset generally contains a list of words and characters that the computer cannot comprehend. Text preprocessing includes tokenization, data cleaning, normalization, stemming and lemmatization.

Tokenization: Tokenization is splitting the text containing phrases, sentences or paragraphs into individual terms or words. The OCR data is tokenized using NLTK (Natural Language Toolkit).

from nltk. tokenize import word\_tokenize

from nltk. tokenize import sent tokenize

text = " "

word\_tokenize(text)

sent\_tokenize(text)

There are other techniques that can be used for tokenization like python split () function, Regular expressions(RegEx), Spacy library, Using Keras, Using Gensim. Data Cleaning is using modules pandas and numpy. It also includes removing punctuations, removing stopwords, extra white spaces, special characters etc.

Stemming and Lemmatization - Stemming and Lemmatization are the Normalization techniques that can be used for the further processing of words, text and documents.

# import these modules

from nltk.stem import PorterStemmer

from nltk.tokenize import word\_tokenize

ps = PorterStemmer()

# choose some words to be stemmed

words = ["program", "programs", "programer", "programing", "programers"]

for w in words:

print(w, " : ", ps.stem(w))

# import these modules

from nltk.stem import WordNetLemmatizer

lemmatizer = WordNetLemmatizer()

print("rocks :", lemmatizer.lemmatize("rocks"))

print("corpora :", lemmatizer.lemmatize("corpora"))

# a denotes adjective in "pos"

print("better :", lemmatizer.lemmatize("better", pos ="a"))

A large amount of data is being digitized and stored day by day. The stored data is unstructured data and it is difficult to detect important information that is required. This is when Named Entity Recognition (NER) comes into picture. Named entity recognition is a natural language processing technique used to extract named entities from the text. These named entities in text are converted to predefined categories and these predefined categories make data search quicker. This is the whole purpose of NER. Optical Character recognition is a technology used to recognize any kind of text (handwritten or printed) in an image. The text that is being scanned now needs to be organized. To structure the text that we got as an output of OCR we use Named Entity Recognition. NER can be performed using different libraries. We are using spacy, NLTK and spaczz.

Spacy is an open-source library used in python. Some of the features provided by spacy are PoS tagging, tokenization, text classification and named entity recognition. There is a default model that is provided by spacy which provides few named entities by default. If required, other than the default entities arbitrary classes can also be added to spacy by training the NER model. Some of the entities that are used here is person, species name, organization, date, geographic location, cardinal.

Firstly, Spacy library should be installed using the pip command. Next, all the required libraries are imported.

from pprint import pprint

import spacy

from spacy import displacy

nlp = spacy.load('en\_core\_web\_sm')

sentence =” Text “

entities= nlp(sentence)

#to print all the entities with iob tags

pprint([ (X, X.ent\_iob\_, X.ent\_type\_) for X in entities] )

#to print just named entities use this code

print("Named entities in this text are\n")

for ent in entities.ents:

print(ent.text,ent.label\_)

# visualize named entities

displacy.render(entities, style='ent', jupyter=True)

NER using NLTK - NLTK is a popular Python library for any sort of natural language processing and computational methods. Firstly, we install the NLTK library. Once this is done we import the necessary libraries and their submodules. The sentences are then tokenized into words. Then each word is tagged with its respective part of speech (PoS). After this ne\_chunk() is used to recognize all the named entities in the sentence.

pip install nltk

import nltk

from nltk.tokenize import word\_tokenize

from nltk.tag import pos\_tag

sent= ''' '''

words= word\_tokenize(sent)

postags=pos\_tag(words)

ne\_tree = nltk.ne\_chunk(postags, binary=False)

## RQ3 - Topic modeling specimens based on text content

Specimen digitization workflows often include a transcription stage in which specimen images are presented to human participants who transcribe and parse the text in the image. Specimen datasets are often combined into thematic sets in order to target particular expertise or interest (location, species, etc.). To facilitate this thematic grouping, we explored the use of topic modeling to answer RQ3. We used Gensim [32] to extract salient topics from the OCR text and to determine which records are good candidates for grouping into a thematic transcription set. We used PyLDAvis, a Python implementation of LDAvis [33], to visualize and explore the results and compared these results with the visualization produced by BERTopic [34].

We followed the steps below to implement our LSA topic modeling. First, we loaded the data that is in the csv format. After the load was completed, we preprocessed the data using some of the common methods like removing stop words, tokenization, lemmatizing, and stemming process. Next, we created a document-term matrix and dictionary of terms. After corpus creation, we then generated a model using LSA. Another extra step that we took to optimize results by identifying an optimum number of topics. We generate coherence scores to determine an optimum number of topics and based on our coherence score we plot the coherence score value. For the purpose of our visualization, we have used the pyLDAvis (Fig. 4 & 5) technique, an interactive LDA visualization python package.

1. Detail of pyLDAvis interface showing topic clusters.
2. Detail of pyLDAvis interface showing revelant terms and frequency.

# Results and Discussion

The OCR quality metrics generated in RQ1 indicate that the Tesseract OCR engine performs very well and is comparable to the Google Cloud Vision engine (Fig. 6). This impressive performance is in contrast to anecdotal experience of one of the authors and is perhaps an indicator of recent improvements in Tesseract. When evaluating spelling accuracy of the OCR results, it was apparent that many legitimate words were not correctly identified when compared to the NLTK corpus. The TextBlob spell checker was able to correctly identify more correct words than found in the NLTK corpus (Fig. 7) but still did not correctly identify a number of correct words. Analysis of full sheet OCR versus primary label OCR revealed that a significant number of non-word tokens as well as irrelevant words outside of the primary label region of interest (Fig. 3) can be excluded from further analysis using NLP techniques.

In order to focus our efforts on quality OCR, the resulting text generated from Google Cloud Vision analysis of the primary label was used for research questions 2 and 3. For RQ2, the named entity extraction process using Spacy revealed that many entities were mis-identified as organizations, many were not identified (dates, locations, people). Due to the very domain-specific nature of the botanical Latin terms used for scientific names, we did not expect NER to recognize these words. This was in fact the case and virtually none of the scientific names were recognized. Another set of critical entity types were poorly extracted: person names and location names were rarely detected. The failure of our initial efforts to extract entities from the raw text in sufficient quantity prevented us from effectively comparing the results to human-parsed data. We hope to have the opportunity to improve on these techniques as described in Future Work.

The topic modeling results from RQ3 indicate that the OCR text from herbarium specimens can be effectively used to cluster related specimens. The sample data were clustered into 10 topics and visualized using pyLDAvis (Fig. 4). The interface provided by pyLDAvis provides the ability to navigate the different topics and view the term frequency within each (Fig. 5).

1. Number of dictionary words found by Google Cloud Vision and Tesseract showing very similar results.
2. Comparision of dictionary words found using NLTK corpus versus dictionary words found using TextBlob spelling evaluator (confidence = 1.0).

# Conclusion

The ongoing improvement of OCR platforms combined with the continual advancement of NLP tools and technologies suggest a promising future for accelerating the process of extracting useful data from specimens in natural history collections. Our research has demonstrated some techniques which can be used to evaluate and improve the quality of OCR generated from herbarium specimens and tools which can be used to parse and further enhance the extraction of structured data. While the NER processes we explored did not provide promising results, we believe the underlying process can be improved and shown to be useful. Topic modeling and exploratory visualization interfaces like pyLDAvis can also provide effect methods for exploring datasets and clustering data into related topics based on geography, taxonomy, dates, and other salient features. This clustering can be used to use group specimens into thematic sets allowing citizen scientists and subject matter experts to focus their efforts on related data.

# Limitations and future work

We speculate that NER methods failed to correctly identify many entities due to the terse phrasing which is common on the primary labels of botanical specimens. NER models which have not been trained on such a dataset would be expected to not perform well. With the successful extraction of raw text using OCR we believe that future efforts can explore the use of existing human-parsed text records to provide the basis for supervised training of an NER model which would be more successful.

The OCR quality evaluation was limited to comparison to built in NLTK and TextBlob spell-check methods. A domain-specific dictionary would help provide better evaluation of tokens because the NLTK and other dictionaries (or word corpora) do not include many of the valid words encountered in these datasets. Our analysis revealed that 19,166 tokens did not match dictionary words. Of these, 580 tokens occurred more than five times and 40 tokens occurred more than 50 times. Given the high frequency of many tokens which did not match dictionary words, these could be assumed to be valid words or abbreviations used in herbarium specimen labels.
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